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This paper introduces the Located Content (LC) model, whose approach to logic accords in significant respects with the one Wittgenstein outlines in his Tractatus Logico-Philosophicus.  The most relevant features of an LC logic are, first, that it operates only on propositions or sets of propositions, and second, that it incorporates a mechanically-grounded model for distinguishing propositions from non-propositions.  Canonical logic
 treats of sentences, propositional signs, well-formed formulae, character strings and propositions indiscriminately (according to various definitions of well-formedness).  Historically, the sentence/proposition distinction has only been invoked in the evident cases where a sentence does not uniquely specify a proposition, or an apparently well-formed sign doesn't yield a proposition at all.  One reason logicians are wary of propositions is that they are inclined to believe meaningfulness can be ascertained from the sign itself – else by what criteria would we call a system formal?  Another reason is that the very notion of proposition has never been well defined.


Aristotle situated logic within the context of an affirming/denying game (the "dialectic", in its original sense), and defined propositions as the primitive units of this game.
  He further diagnosed a certain compositeness of type as their defining character, distinguishing that which an assertion was asserting from that of which the assertion was being made.  The difficulty, however, is in just how to characterize this assymetry.  Aristotle equated his types with the grammatical distinctions of predicate and subject respectively, thereby sanctioning the focus on sentences indicative.


Logicians ever since have been devising ways of preserving that focus.  Russell, who early on recognized that grammatical form does not always indicate logical form, is a case in point.  His theory of descriptions was an attempt to uncover the "hidden" logical subject of sentences whose grammatical subject no longer exists.  (Eg., if ‘Socrates‘ no longer has a reference, what is the truth-value of ‘Socrates is not ill‘?)  The purpose of the theory was to analyze these in such a way as to maintain their place in the truth-functional calculus ( otherwise, well-formed but meaningless (i.e., non-truth-functional) sentences might infect the calculus as a whole
.  The insight behind LC logic is that well-formedness on the page, however it is defined, under-determines meaning.


The LC model captures Russell's desire for a logical subject/predicate distinction.

Both the "grammatical" Aristotelian, and "logical" Russellian subjects and predicates are distinguished referentially (i.e., by reference to individual substances and universals, for the former; or to individuals of acquaintance and sense-data-properties for the latter).  The regulating principle of LC logic is a "functional" distinction of types:  that what makes a sign into a symbol is how it is used in a particular application.  To this end we distinguish two primary or "prototype" functions necessary and sufficient for determining a proposition:  location specification and content specification.  Referring is indeed part of the responsibility of a proposition, it being precisely the job of the locators to locate the reference.  (It is in a sense the preliminary spadework, because if there is no location found, nothing further – i.e. contentually ( can be asserted of it:  we have on our hands a meaningless sentence, or pseudo-proposition, which drops from the calculus.)  What is significant is that, within a proposition, function fixes reference, as opposed to the referent determining the function, (whether that determination be ontologically or epistemologically defined, as in the cases above).


N.B.:  Since LC logic treats only of propositions, "meaningless" sentences do not affect the complementarity of our two values, truth and falsity; or p is always the complement of ~p.


As a result we can incorporate all standard notation, with the following revisions:


p, q, r ... range over propositions, not sentences:  where necessary we use single quotations (‘p’), to indicate sentences/propositional signs; but these are never part of the calculus (until they have been parsed into propositions).  Propositional functions are formed by substituting variables for terms according to their prototype functions in a proposition.  


x, y, z ... are our location variables.  (so, a, b, c ... are singular location-terms, or schematic letters standing in for the values of x.)


f, g ... are variables as well, ranging over content-assertions, while F, G ... are schematic letters, or abbreviations for any particular content.

But the crucial difference here is that the prototypes f and x are not names for their domains, but use-distinctions, regulating the logical syntax of our signs.



The usefulness of maintaining the canonical notation is twofold.  First, LC logic does not necessitate a revision of logical method, nor does it alter the uninterpreted schemata of the standard theory.  All the valid schemata of the predicate and propositional calculi still hold valid under a functional interpretation:  what does alter are the valid substitution instances.  The second reason, therefore, is to point out where canonical logic confounds functional distinctions, not only by our definitions, but according to its own as well, and using its own notation; and accordingly, how the result is some species of dysfunction, most notably paradox.


How then do we distinguish the prototypes in a sentence?  For delimitating propositional contexts, Aristotle applied the method of "dialectic", or the question-and-answer interaction between speakers.  The purpose of the query is to whittle down possible contexts into a determinate located-content (l-c) specification.
  In this way we can see how the simplest sentence, eg., "The cat sat on the mat", will yield different propositions in as much as it is the answer to different questions, eg., "Where did the cat sit?"; "What was sitting on the mat?"; or "What was the relationship between the cat and the mat?"  In LC terminology, we would say that " – on the mat", "the cat – ", and " – sat on the – " function respectively as the predicating values for the content "potentials" opened up after a set of locating "actuals" has been specified.
  (To see this more clearly, imagine how one might deny each of these assertions, eg., "No, the cat sat on the lazy-boy", or "No, the rat sat on the mat", or "No, actually the cat was lying under the mat."


We should hesitate to use boldface as a notational device, if it were taken to mean that only a "variation in emphasis" is involved.  If, however, these variations affect the truth-value of a statement, then it must be granted that something more than a difference of utterance is at stake, and that something is of logical consequence.  An historical example might be helpful.  In the Categories, Aristotle offers "Socrates is not ill" as an example of how to parse a sentence when the subject doesn't (or doesn't any longer) exist.  He postulates that, since it is clearly not the case that Socrates is ill, the sentence must be true.  Russell's Theory of Descriptions treats ‘Socrates’ as an incomplete singular-term, and parses the whole as a compound quantified statement asserting, roughly, "There exists some Socrates, and there is only one such person, and he is not ill"   ’ and since the first of these fails, the whole assertion is false.
  For Strawson, this analysis presents a distortion of ordinary usage, according to which ‘Socrates’ functions as a "uniquely referring" expression.  Such expressions presuppose the existence of what they refer to without actually asserting it on every occasion of their use.  When, as in this case, the subject does not exist, Strawson says the whole sentence is still "significant", but neither true nor false.


Strawson is quite right in taking issue, if Russell's claim is that his sentence is a more completely analyzed version of the sentence Strawson gives.  What we have in fact are three entirely different propositions, with different prototype distributions.  In Russell's case, the term ‘Socrates’ has been transferred from its (ordinary-subject) role of location-specifier to part of the compound content (ordinary predicate).  (Russell has argued that he never intended his theory to be an analysis of ordinary language structures.  Still it has the unintuitive consequence that the ordinary sentences "Socrates is ill" and "Socrates is not ill" are both false; and this is the result for most sentences in the language.)


Aristotle's analysis takes this shift in functionality to the extreme, by construing the whole sentence as a complex content (something like "the state of affairs of Socrates-being-ill").  Location has become purely indexical, (an unspoken "for here now") as in the assertion "It is raining".  Interestingly enough, this analysis might be the most normative of the three.  (We can easily imagine someone responding to Aristotle's assertion that Socrates is not ill with, "That's true:  he's dead.")


The propositional model replaces a semantic "theory" of truth with a logico-syntactical specification of truth-conditions.

Another reason philosophers and logicians resist a theory of propositions is to avoid having to postulate some tertium quid between our words and what they refer to.
  The sentence


(1)
‘The Taj Mahal is white’ is true iff the Taj Mahal is white 

plays off some of our tacit assumptions about language in order to present the relation between words and world as an immediate correspondence (as if by repeating the sentence-token without quotation marks, we have somehow moved from linguistic token to fact-of-the-world).  But is the correspondence as transparent as it appears?  One tacit assumption involved is that the state of affairs of the Taj-Mahal's-being-white universally confirms the first token.  Of course, this assumption relies on a more tacit conceit, that the logical form of the token is not in question since usually the predicate is asserted of a grammatical subject (in this case, ‘white’ of the Taj Mahal).  Imagine, however, the first sentence as answer to the query ‘List the white things in your visual field’.  In this case, whether or not that instance of white is the Taj Mahal, is not verified by the Taj-Mahal's-being-white.  And in general, the Tarskian schema, as in (1) above, is not true when the tokens on either side of the bi-conditional are given different prototype interpretations.  (And so it can hardly be accepted as a definition of truth:  in such cases the bi-conditional is really asserting p is true iff q).


The point of all this is to show how we are not hypostatizing an indeterminate or extraneous element.  Functionally speaking, a sentence whose prototype distribution is made explicit is the proposition.  The whole movement is rather from something ambiguous toward something determinate:  i.e., the "sense" of a proposition.  And corollary to this is maintaining the independence of sense from truth-value.  It is crucial that we can understand a true proposition ( know its sense ( without knowing its truth-value (i.e, that it is true ( or for a false proposition, the converse).  In this sense, a proposition is the most determinate aspect of the model.


Relating LC to the Propositional Calculus

It would appear that, since LC distinguishes prototype components within propositions, it will have no relevant impact on propositional logic, which treats of p, q, r ..., i.e. propositions as complete units.  Thus ‘The Taj Mahal is white’ (taking it to be atomic 
) will have the same truth conditions as every other atomic proposition (either T or F), whatever its l-c compositeness.  Nonetheless, the prototype-specification has quite a lot to say about which sentences enter the calculus, regulating the possible substitutions for the variables p, q, r ... in a logical schema.  This is of no small consequence, since, even as canonical logic occasionally recognizes, not all well-formed sentences (or rather, as we would say, not all interpretations of propositional signs) determine propositions.


The self-referentially interpreted, 


(2) ‘This sentence is false’

(which if true, is as it claims, false; but if false, is thereby true) is a case in point.  It is on all accounts well-formed; but if allowed into the calculus, it would undermine the "complementarity" requirement of truth and falsity.  Both LC and canonical logic, then, begin with the insight that certain apparently well-formed sentences do not take a truth value.  LC, however, reasons about these sentences without having to reason with them; that is, without bringing them into the calculus.  Because sentences are themselves located contents (as perceptible facts:  character strings, tokens, etc.), it is possible to mechanically parse their representational forms "from the outside".  One distinguishes the genuine from the putative propositions by forcing the terms to go proxy for their prototypes.


Within a two-valued propositional calculus, then, the only "presupposition" is that only propositions are treated; and it is expressed in the following manner:  propositions occur in other propositions only as the "arguments" of truth-functions.  ‘P is false’ is identical to the truth-function ~p.  So, even in the case of ‘This very proposition is false’, however strongly the phrase ‘this very proposition’ insists that it is a proposition, it fails the LC compositeness query.  Nor can one retreat to the claim that the phrase "names" a proposition, namely ‘this very proposition is false’, because this string of tokens has to submit to the same query ( what proposition?  neither ‘this very proposition’ nor the entire ‘this very proposition is false’ are (on the standard reading of these terms)
 possible values of p in ‘p is false’ (that is, neither can be its own truth-argument in a schema ~p).


In LC logic, then, meaninglessness never infects a schema, since it never enters the calculus.  Despite appearances, ‘If  (2 is blue, then Bill is in the bar’ is not an instance of ‘p ( q’.  It is not the schema that is called into question, (as if its applicability were no longer global), but the substitution of a non-proposition for the propositional variable p.  And if an element of a proposed molecular compound fails the test, often the element may be deleted without having to cancel the entire complex.


This is easier to visualize if we remember that even the most labyrinthine statements of propositional logic can be expressed in terms of conjunction and negation.  If we incorporate an explicit disjunction, as in Quine's "alternational normal" form, conjunction can be further restricted to single propositional variables and their negations.  So, for example:


~{[p((~s&q)](~[(s&q)(p].&.~[~(r&p)&~(p(~s)]} 
is equivalent to:


~p~s V ~p~q V ~sq V ~sqp V ~rps

Now say for p, q, and r we have substituted ‘The house is red’, ‘Mars is far’, and ‘Twice two is four’, respectively; while for s we try the old ‘Colorless green ideas sleep furiously’, which in the event fails LC applicability:  then s may simply be dropped from consideration (taking its logical constants with it).
  But this is just to say the complex actually instantiates another schema:


~p V ~p~q V q V qp V ~rp


In sum, a distinction normally drawn only in the predicate calculus (and there, drawn only referentially) is being used functionally as a basis for deciding admittance to the propositional calculus as well.  The upshot is that the two calculi are transparent ( extensionally equivalent ( to one another.  Extensional equivalency was one of the logical desiderata relinquished by Russell after his discovery of the paradoxes.
  LC logic, as we have been claiming, circumvents paradox, including the class-based antinomies which first forced Russell to divorce the two calculi.  To see how we must move on to predicate logic.


Relating LC to the Predicate Calculus

Since the prototypes themselves define a proposition, every proposition p, q ... uniquely specifies a propositional function (fx, fxy, etc.).  We can then introduce the canonical quantifiers in the following manner.  But first, N.B.:  by virtue of extensional equivalency, an existentially quantified statement functions as a massive disjunction of propositions, a universally quantified statement, as a massive conjunction.  The difference between the calculi lies only in how one specifies the relevant propositions:  eg., a) enumerating the list of propositions over which one is operating (propositional logic), or b) using a variable to specify a set of propositions that share a common content ("first-order"), or a common location ("second-order").  The LC truth-functional queries answered by quantified propositions are of the following sort:  "Is {the set of true propositions asserting content F} {null} or ~{null}"?


‘((x)Fx,’ then, asserts that the set is not null (i.e., asserts agreement with at least one member of the set), which is extensionally equivalent to the proposition "For some location x, x is F".  The universal quantifier ( ‘(x) Fx’ ( corresponds to the query, "Is the set of false propositions asserting content F, null or not null?"  It answers "null", i.e., it asserts "For any location x, x is F".
  It is important to keep in mind here that the x of a first-order assertion appears only as an "apparent" variable in the propositional function, functioning more as an indexical or pronomial term (for any location "it" is F) than as a location variable.  The combinatory rules, then, follow standard form.  


How can this simple structure offer a sufficient ground for obviating the paradoxes?  Again, the crux is functional interpretation.  For Russell all the paradoxes concealed a common etiology:  impredicative specification of "illegitimate" totalities:  "No totality can contain members defined only in terms of itself."
  Thus his class paradox (conceptually, at least, the mother of all paradoxes:  ‘Is the class of all non-self-membered classes a member of itself?’) first defines the class F:


(3)
For any class x, x ( F iff ~(x ( x)

and second (positing F as a value of x) infers


(4)
F ( F iff ~(F(F)


Russell fixed on the domain of the bound variable as the source of the difficulty:  i.e., the assertion that "any class" may be considered, which certainly admits of F.  It was this diagnosis that led to his simple (and later,) ramified type hierarchies.  That is, thinking referentially (i.e. treating the bound variable as a name for its domain), Russell divvied up the "illegitimate" totality into more manageable ones, thereby saving, in some sense, the intension of the overarching (too-broad) extension; and so preserving, as far as possible, the definition.  (By this reasoning, the "simple" liar paradox, discussed above, illicitly refers to its own singleton as extension, an illegitimate totality of one.)  Preserving the definition was important.  Self-membership (x ( x) was an intuitive property crucial to the original set-concept (characterizing, among other things, the set of all ordinal numbers, and deriving from a more primitive assumption that sets of members are at the same time members of other sets).  And if this is granted, its negation should follow.


LC logic contains an implicit notion of impredicativity.
  We can give the functional definition of an impredicative specification as any statement in which a symbol purports to do double duty, playing the role of both prototypes.  Now on the one hand, our notion of impredicativity is much broader than the canonical one.  The viciously circular specifications of class membership are only a subset of the type of impredicative statement indicated in an LC model.  However, in its application to particular examples of class abstraction, LC predicativity is in many cases less restrictive than the Principian sort, and more effective in distinguishing harmful from harmless collections.  For example, when a totality is already defined or known to exist, there is little harm to come of defining a member in terms of it.  (This should be enough to indicate that the VCP hasn't got hold of the root of the problem.)  LC impredicativity is always a notational matter.  By way of a general heuristic, we can say:  treating a variable as the name for its domain, or general terms as class names, are frequent indications that a schema is heading down the road to antinomy.


As a result, we can only go so far with Russell's analysis of the paradox.  It's true, we cannot universally quantify over this domain as specified:  but not because of a problematic relation holding between all classes and the class specified in (3); rather because the quantifier is being asserted of an impredicative l-c structure.  Let's look at it more closely, in a functional context.  The schema of which the class abstract (3) purports to be an instance operates over a set of propositions as location:  For the set of propositions whose locations take G as content, and for the set whose locations take F, the definition (truth-functionally) asserts coextensiveness of the two content ranges: [all and only G are F]x.  This whole truth-function of propositions functions as a location-structure, while the quantifier asserts that that relation of coextensiveness holds for the intersection of the sets.  This is of course equivalent to a more recognizable way of glossing it, ‘for all x, if x is G, then it's F, and vice versa’. 


In the case of (3), however, Gx is so specified that it undermines its own prototype compositeness:  or, in predicate-function notation, 


(5)
(fx): F(fx)( ~[F(F(fx))].

Nested within the negation is the attempt to symbolize a content taking itself as its location.  In other words, the impredicativity manifests itself precisely in the part of the definition Russell most wanted to save:  the part that asserts a class is a member of itself, or a propositional function takes itself as argument.  This discussion should shed considerable light on Wittgenstein's comment at TLP 3.333, often remarked for its obscurity.  If we allow that he was speaking functionally in TLP (as we have elsewhere argued that he was
), then it follows that, "the reason why a function cannot be its own argument is that the sign for a function already contains the prototype of its argument, and it cannot contain itself."


In a perspicuous notation, the prototypes are self-regulating, not requiring us to assert the limits of sense.  It is as meaningless to negate a meaningless sentence (as in (3)) as to assert it:  but also to deny (within the calculus) that it has a meaning.
  This may seem to have unintuitive consequences.  Not only universal, but all quantification fails in the non-self-membered specification:  we can't use Russell's construction to assert meaningfully that some sets are non-self membered, or even that no sets are self-membered, both of which seem, in some sense, to be true.


Let's examine this further.   By re-phrasing our antinomies in non-set-theoretic terms, it appears as if we can re-introduce impredicativity by valid means.  For one thing, it is perfectly acceptable on some LC interpretation to assert both


(6)
"The property of being a non-logician is itself a non-logician",

and, 


(7)
"The property of being a logician is itself not a logician."

These would prima facie seem to sanction the admittance of the properties being-true-of-itself and being-not-true-of-itself, from which we could construct ‘The property of being-not-true-of-itself is true of itself iff it is not true of itself’; or even, re-cast in LC terminology, ‘the content being not predicable of itself is predicable of itself iff it is not predicable of itself.’


In an LC environment, this reasoning founders on the claim that the property/content being-true/predicable-of-itself, and its converse (which all, on a paradoxical interpretation, exhibit the same impredicativity as (5)) can in fact be generalized from (6) and (7).  These statements (6 and 7) are acceptable precisely because they can be understood as straightforward fx assertions.  Only in a referential account do we assume automatically that the word "property" is assigned the variable f.  And conversely, in a functional environment, it is not by reference to properties ( if there be such ( that f is defined, but by going proxy for content-asserting terms (just as in (6) and (7), the term ‘property’ is playing the role of locator).


It is in fact impossible to imagine of what functionally-defined instance ‘the content being-predicable-of-itself’ could be a generalization.  ("‘Is a non-logician’ is a non-logician" is perhaps about as close as one can come:  but were we able somehow to construe a proposition from this sign, it would, at that moment, no longer be the instantiation we required.)  Another version of the paradox, known as Grelling's, is telling because it avoids all reference to concepts/classes/properties such as we have been examining, treating only the semantic roles of words by themselves:  viz., some words describe themselves, some don't.  Eg., ‘short’, being a short word, does, whereas ‘long’, being shorter by one letter, fails the test.  Let's call the self-descriptive words ‘autological’, and the non-self-descriptive ones ‘heterological’.  The question is, Is ‘heterological’ heterological?  (So again, if it is, it isn't; and if it isn't, by definition, it is.)


Despite the neologism, these notions have a solid basis in ordinary usage.  They simply claim to divide the language into two camps, along pre-existing lines.  However, if we broaden our survey beyond the usual examples, we run into problems at the start.  Is the word ‘tendentious’ tendentious?  It might sound that way to some.  How about ‘sibilant’, then?  To preserve antinomy we will have to define our terms in terms of each other.  We will call ‘autological’ every word that is unambiguously descriptive of itself, and lump all others as heterological.


After a sufficient empirical survey, it becomes obvious that all of the successfully autological cases are actually descriptive of their own signs (tokens, phonemes, etc., the "perceivable" utterance).  For instance, the token for ‘polysyllabic’ happens to be polysyllabic in English; whereas ‘monosyllabic’ happens not to:  it is heterological.  (In Tibetan this might not be the case.)  Yet when we move to ‘heterological’ itself, the paradox is suddenly, and quite surreptitiously, asking the question of the term-meaning, hence the difficulty.  It is in fact a non-question, not because we would outlaw it, but because we cannot sensefully map out what it means to ask if the meaning of a word describes what it means.  (Here, again, a misapplication of prototype roles.)  If, on the other hand, we were to ask this of the term-token (which is what all semantic self-reference amounts to), we find that the content ‘non-self-descriptiveness,’ or even now, ‘not-describing-its-own-token’ is clearly not evaluatable of the location, the token itself.  (It is as meaningless as asking if ‘onomatopoeic’ sounds like what it sounds like to sound like what it means.)  And since failure at autology defines our catch-all category, the token ‘heterological’ is then unreservedly heterological.


While it is beyond the scope of this paper to show that all the paradoxes are blocked, we have summarized a heuristic for treating impredicative forms generally.  And while some of the consequences may not appear intuitive, are they any less so than the canonical response?


The classical and still much-endorsed solution to paradox is the hierarchical, which involves divvying up some intuitively universal concept (generality, truth, etc.) into stratified levels of significance, each with its discrete semantic content.  Although concept-levels rely overtly on their ordinary (unrestricted) interpretation, numerical subscripts are employed to prevent us from applying a term beyond its own (n-1) level of purview.  (‘Truth’, as a result, is no longer global:  it means something different at each level).  These measures of course do not really constitute a "solution" or unravelling of paradox; they are seen as ways of avoiding the logical quandaries that unruly language can put us into.  (Quine has gone so far as to muse, "Perhaps a time will come when truth-locutions without implicit subscripts, or like safeguards, will really sound as nonsensical as the antinomies show them to be."
)


The now-most-popular approach is to open the truth-functional calculus to further truth values, so as to accommodate the paradoxical cases.  We will glance at the least cumbersome of the various three-valued systems.


Truth-value gaps.  The logical systems associated with truth-gap theory (TG) originate with Bas van Fraassen,
 who formalized Strawson's notion of semantic presuppositions (for example, ‘The present king of France is bald’, on this account, presupposes the present king of France exists to be meaningful.)  Failure of presupposition entails that the sentence is I, neither true nor false ( though, to be sure, not in the sense of "taking" a third value, but as a "gap" between truth and falsity.  Since these sentences are considered part of a formal language, a "supervaluation" assigns values to those molecular sentences including non-truth-valued sentences as elements:  such a sentence is T if it would be true under all interpretations of its elements in a classical valuation (ostensibly, for all and only tautologies), F for false under all interpretations, otherwise I.  Here the indifference of a tautology to the truth or falsity of its elements is extended to the truth-valueless case:  so, e.g., ‘p V ~p’ is T even when is p is I.
  Because supervaluations claim to maintain the old stock of valid schemata, they are considered to be the least radical of the challenges to classical logic.  Van Fraassen writes:



[A] sentence or argument in the language is valid under all supervaluations if and only if it is valid under all classical valuations.  This justifies the acceptance of classical logic to apprise all reasoning in the language.  But reasoning about the language will of course be affected.

Paradox is a touchstone for the latter case.  Because TG theory includes meaninglessness as a primitive value, it is not very informative as an explanation of the paradoxes.  For van Fraassen, the ordinary Liar (S1), ‘This very sentence is false’ simply "presupposes a contradiction and hence cannot have a truth value".
  More interesting is his treatment of Epimenides the Cretan's version (S2), ‘All Cretans are liars’.  On his analysis, S2, itself a Cretan statement, implies a presuppositional relationship with all Cretan statements, namely, that some other Cretan statement is true (in which case S2 is simply false).  Otherwise the presupposition fails, and S2 is meaningless (i.e., in Strawson's sense of not having a truth-value).


His conclusion that S2 is either false or neither-true-nor-false, uses the calculus to block the paradoxical possibility that S2 is true (and if true, then, as it says of itself, false...).  This very conclusion, however, gives rise to a more trenchant paradox in the case where it is applied to itself.  Faced with the Strengthened Liar ( ‘This very sentence is false or meaningless’

 ( advocates for TG usually restrict their calculus to "choice" negation.
  In all three-valued logics, the meaning of the negation sign is open to a degree of ambiguity, since ~p implies not only the case where p is false, but also the third case (however it is characterized).  "Exclusion" negation recognizes both alternatives, so that not-p is equally true when p is F or I.  Choice negation only recognizes the case where p is false, so that by adopting this restriction, the TG calculus attempts to block the inference from ‘(It is true that) this very sentence is neither-true-nor-false’, to ‘(It is true that) this very sentence is not true’.


Is the inference successfully blocked?  Keith Donnellan argues it is not, unless one further restricts the range of the predicates ‘_is true’, ‘_is false’. 
  This is no doubt required ( "as a separate prohibition"
 ( because, as we have seen, the inference was already blocked from ‘p’ to ‘p is true’ (and hence from ‘~p’ to ‘p is false’).  The separability of these concepts, however, points to the real difficulty with the truth-gap approach.  A third category of sentences beyond the true and false is allowed into a formal language, and is relatable to them by means of all the logical connectives - except ‘not’.  Yet this is precisely the defining relation of that class of sentences:  they are not true and not false.  In other words, if this relation cannot be signified, on what grounds are they admitted into the logical calculus in the first place?


The LC model treats the Liar within the context of the two determinate truth-values.  The statement S2 attributed to one Epimenides, a Cretan, is simply tantamount to the truth-function negating the whole set of Cretan propositions, which is innocuous enough (and probably false).  A paradox appears only if Epimenides were to further insist that this list include S2 as a truth-argument (i.e., "p is false & q is false & r is false... & this very proposition is false"). 
  On van Fraassen's interpretation of a molecular conjunction, if Epimenides happens to be right about all other Cretan propositions, then the entire conjunction is undermined by the inclusion of a meaningless element, and is neither true nor false.  On an LC interpretation, the meaningless element isn't even connectable to the others, and drops out of the conjunction.


This deserves greater elaboration.  The possibility of deriving all truth-functions in 2‑valued logic from a single operation (see note 16), has as consequence a certain semantic relativity among the logical connectives.  In other words, the connectives depend for their interpretation on the truth-functional calculus.  This was Wittgenstein's "fundamental idea" in TLP (4.0312) and a motivating factor in his invention of truth-tables.  The tables show that, for n propositions there are 22ADVANCE \U 2.15nADVANCE \D 2.15 truth-functional combinations of them using the logical connectives.  So, for p, q, we can construct 16 ways of asserting agreement and disagreement with their truth possibilities:
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And although we can construct indefinitely long propositional signs relating p and q by means of the connectives (with the help of parentheses, brackets, etc.) these will all collapse back into one of the 16 original truth-functions.  The collapsibility and interdefinability of the connectives - as in the equivalence of ‘~(p & ~q): ( :q V ~q’ and ‘p ( q’ - shows that &, V, (, etc. are not "primitive signs" of logical relations.


The point of all this is to indicate that these signs have no meaning independent of the calculus.  It is not to imply that only 2-logic has recourse to the connectives, but that 3-logic requires different connectives.
  The indeterminacy we have already noted in the case of negation extends to the interpretation of all 3-valued matrices.  The very fact of discrepant characteristic matrices - eg. that  I ( I= T in one system
 and I ( I=I in another
 ( invites this conclusion.


Prototype Ordering:  LPADVANCE \X 156.80R CPADVANCE \X 174.20R

The functional specification of prototypes is itself embedded in a concept of functional ordering.  A key reason, therefore, for maintaining a perspicuous LC prototype distinction within propositions, is that it lends itself to a distinct order of relationships between propositions.  That is to say, the prototype basis for the game of implication (according to a purely truth-functional ordering of elementary and molecular propositions) is also the basis for the more commonly applicable games of navigating, querying, calculating, etc.


The LC model, then makes explicit a principle for ordering propositions already implicit to the prototype structure.  This principle is grounded in the primitive concept of adjacency.  The minimal types required for any complete ordering according to adjacency are two:  position (concerning (inter) relationships between items, relative to common a scale) and resolution (concerning (intra-) relationships of scale or magnitude).  These are the minimally sufficient types, because any adjacency relation is co-determined by the types (i.e., "pure" position relationships are resolution specific, while a "pure" resolutional ordering is always per fixed position).  Further, they are co-determined with the LC prototypes:  the concept of location carries its own positional and resolutional implications, distinct from those of content.  As a result of the cross-product of these four types, then, anything (assertable) can be related to anything else in the model.  (And as a corollary result, location positions and resolutions (P-Rs) can be ordered orthogonally to content P-Rs).  On the location side, adjacency is termed primitive because it is inter-specified with the concept of location:  that is to say, any location is itself defined by its adjacencies.  (Content adjacencies are more likely to be stipulated, though rarely ad hoc.)


It remains to be seen, then, whether and how canonical logic captures these distinctions and distinct orderings.


Resolution relationships in Predicate logic/set theory

On the one hand, it could be argued that resolution is the principle ordering feature of set theory, characterizing as it does the primitive relationship between element and set.  On the other hand, singular posits of a many-one aggregation do not of themselves generate a resolutional order.  It is precisely the primitive (i.e., undefined) nature of the epsilon-relation  that impedes the construction of a resolutional axis for relating elements, sets and sets of sets.  First of all, the set-membership relation isn't transitive:  to be a member of a set is not, by virtue of that relation, to be a member of a set of that set.  Second, there is nothing obviously intrinsic to the conceptual apparatus of set theory by which we may a) distinguish within the hierarchies of sets and sets of sets, resolutional adjacencies (x is a sub-unit of y) from positional ones (x is next to y); or b) privilege a resolutional ordering according to location, in isolation from content.


Mereology is the only school of axiomatic set theory that addresses these concerns.  Specifically, mereology treats of part/whole relations, modifying the standard theory in such a way as to capture some of the features intrinsic to the LC axis of resolution.  The basic modifications are simple:  the "singleton" (unit class) is postulated as the primitive element; the "parts" of a class are defined to be all and only its subclasses.  Classically, because transitivity was the special case in set theory ("whereas a part of a part of something is always a part of it"
), part/whole relations were isolated from the broader context of membership.  Lewis, in his Parts of Classes, inverts this, treating the former as the more primitive.  In his calculus, x is a member of a class y only when x is a member of a singleton that is a part of y.  Moreover, we can adapt standard iterative set theory to formally characterize this relationship.


Two observations, vis-à-vis the LC model:


1)
LC was developed with a view to its applications in database design, and to meet the practical demands of knowledge representation in the computer sciences.  The useful relationship characterized by an LC resolutional ordering is not transitivity per se, but resolution "recursiveness":  we want to be able to say that ‘city’ is a political sub-unit of ‘state’ in the same or similar sense as ‘state’ is a political sub-unit of ‘country’ (within which relationships, the transitive ones follow tout court).


2)
We want an ordering principle that does not confuse the distinct orderings of set-member resolutions [Fresno, California, USA] and set-name resolutions [city, state, country].

In either case, the symbolic apparatus of axiomatic set theory, even with the axioms of mereology, is ill-equipped for representing what is required:  a continuous topology of resolutional relationships.


Positional relationships in Canonical logic

Positional ordering, characterizing as it does the ordinal (natural) number-series, was from the first a crucial concern of the logicists' reduction of mathematics to logical formulae.  It also proved to be one of the more problematic, as the ( relation has even less relevance here than in a resolutional context.  In other words, while ‘p is next to q’, and ‘s is next to t’ are both comprehended under the general {x is next to y}, both are on equal standing with one another, and with all other members of the set.  The challenge was a) to generalize an ordinal series from collections of dyadic adjacencies and b) to further generalize the transitive character (number-likeness) that the members of the series inherit from one another.  Accomplishing a), it was believed, would amount to capturing mathematical induction in the set theoretical language.  Accomplishing b), it was believed, would do the same for the concept ‘natural number’.


To this end, much attention has been given to the formulation of the "ancestor" relation.  Taking Pxy (‘x is a parent of y’) as a primitive adjacency it is then specified


(A) [ y(A & (z)(w)(w(A & Pzw .(. z(A) .(. x(A ]

which says roughly ‘x belongs to every class of which y is a member, and all parents of members are members.’  Notice that while the parent relation is non-transitive (the parent of the parent of x is not the parent of x), ancestor (Axy) is.  (But here as well, transitivity is not the defining or even most desired feature of a positional ordering.  One wants to be able to say rather that certain properties are transmissible, or in Russell's phrase, "hereditary" along the series, such that if x is an ancestor of y, y has all the hereditary properties of x.
)


The goal is, by defining the class of y's ancestors, and taking the converse of Pxy (call it "successor":  y is the successor of x), to define number generally.  Starting with the null set or 0, the natural numbers are given as the members common to the union of all classes of which 0 is a member, and the successors of all their members are members.  (In other words, number is to ancestor, as ‘successor of ’ is to ‘parent of  ’.)


Two observations relevant to our discussion:



1)
The set-theoretic formulation does not uniquely specify a mathematically inductive order.  Not only members that have successors can belong.  The union set of natural numbers and kitchen utensils would still satisfy the condition.
  (This is of course not a difficulty in a model-theoretic environment, since on some consistent interpretation all and only successors of 0 belong.)



2)
The set-theoretic definition of number is from an LC point of view impredicative.  It specifies the general term of the successor series (i.e., number) in terms of its extension.  (This allowed for the inference that the set of all natural numbers is its own cardinal number, etc.)  But this impredicativity was already inherent in our specification of the ancestor relation, (defined in such a way that y is its own ancestor).


LC logic employs operations that are iterable across multiple propositions to express positional and resolutional adjacencies.  The introduction and use of operations is an important feature of Wittgenstein's Tractatus.
  Unlike functions, operations can be considered self-applicable, in that an operation may take its own result as its base.  Whereas a propositional function is used to represent a form common to a set of propositions, operations may be said to represent the interstices between propositions.  They are the method of generating one item out of another.
  The recursiveness which the successor function works so hard to capture is immediately given by an operation, since operations determine series ordered by internal relations.
  Further, the operator/function discrimination has extra-logical impact in our ability to group together and utilize different sorts of synthesizing techniques (algebraic, aggregational, as well as logical).  This is accomplished in a univocal framework, within which validity testing for logical schemata plays a small, though not insignificant, role.


The LC model is able to structure these orderings in a geometrical context, i.e., as continuous 1 to n extensions:  in contrast to the many many-into-one mappings of a purely arithmetized set theory.  As a result, it offers a freedom of navigation and synthesis not expressible in the canonical apparatus of sets, functions and quantifiers.
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    �By ‘canonical’, we mean "standard", "non-deviant",  predicate logic (Principia-like) and axiomatic set theory (ZF-like), with intended reference to Quine's "canonical notation" for refining scientific discourse.  In the context of this (rather skeletal) overview, we will refer to predicate logic and set theory interchangeably (such that any Fx can be expressed as x ( F and vice versa).  Also, we will be using ‘set’ and ‘class’ interchangeably.  (‘Set’ is usually given as a restricted version of class; but the reasons for these restrictions are precisely the ones addressed in LC ("Located Content") logic.


    �De Interp. (20b 22-31).  See Prior, 13.


    �Categoriae, 2a 4-10, 13b 10-12.


     �It is true that at times, in the few years up to and during the period of his collaboration with Wittgenstein, Russell associated the analysis of logical form with a theory of propositions.  However, the whole impetus of analysis – moving from sentences whose logical and grammatical forms were discrepant, to ones where these were equivalent – could be seen as a pretext for maintaining primacy of the sign.  It presupposes that any well-formed sentence carries a truth-value, even if not the apparent one.  In any case, Principia Mathematica, passim assumes sentences as the values of propositional variables.


     �On the practical side, other heuristics beside querying are available.  Given a single sentence outside of its propositional context, we can never certainly allocate prototypes.  However, given a (sufficiently large) set of propositions, we can use certain regularities to infer the prototype distribution.  


     �In a querying context it is always the content that is unknown ( or "variable" ( for some specified location.  So for each of the questions above there corresponds a different propositional function in the canonical notation we are adapting.  For instance, the last example would probably be expressed as a dyadic function f(the cat, the mat) correlating the two locators, the cat and the mat.  [But it would be just as possible to have specified a monadic type "relationships between the cat and the mat", which for some time ‘a’, say, used as locator, yields a propositional function of the form fa (and which yields a proposition for some content value, say ‘sat on’).]  It is important to remember that propositional functions are not propositions ( true or false assertions ( until we have either a.) substituted values for the variables, or b.) bound the variables with quantifiers ( eg., ‘the cat had some relation to the mat’.


	In a database environment, query is everything.  That is, propositions are primarily employed as answers to queries, to such an extent that the term "variable" has come to be identified solely with the content variable (as in the OLAP distinction identifier/variable).  In a logic environment, however, variables are used to generalize over collections of propositions by turning one or another symbolizing part of a proposition into a variable sign.  This yields a propositional function ranging over a set of propositions.  It is common therefore to turn what we call the locator into a variable, so indicating a set of propositions all of whom share a common content (eg., from ‘Socrates is wise’ to ‘x is wise’).  Actually, given the referential assumptions of the canonical approach (that eg., ‘x’ ranges over objects in the world) it is by far the more common practice.  This is because of the type difficulties (more on this later) that grew out of second order logic (quantification over the predicate content variable).  Most logic these days is restricted to first order (quantification over the argument/locator).  In fact, on Quine’s referential reading of symbolic logic, we oughtn’t to exress the predicate by a variable at all, because if we quantify over it we are then "ontologically committed" to the domain ( i.e., committed to assuming that predicates or properties are part of the "furniture of the universe".  With Quine and many others, then, the term "variable" only refers to the first order argument (i.e. identifier/locator on our interpretation).  Thus by parallel histories ( and diverging applications ( the term has come to take on opposite meanings in the predicate logic and OLAP symbolisms.


	In the LC model, the prototype variables f and x generalize over both logico-syntactic functions (locating and content-asserting), and for the reasons discussed in this appendix, we can quantify over both sorts without generating paradox or committing ourselves to an ontology of "contents".


     �I.e., the quantified variable x takes on the role of subject, of which ‘being Socrates’ is asserted as predicate.  Quine's elimination of all singular terms in favor of quantified statements, which follows close on the Theory of Descriptions, instates the bound variable as the sole subject-term in his canonical notation.  A referential reading of the same is the basis for his criterion of ontological commitment (‘to be is to be the value of a bound variable’).


     �More ways have been proposed to avoid invoking a "metaphysics" of propositions (eg., the sentence/statement distinction, sentence type/sentence token, etc.) than can be glossed here.


     �As a truth criteriology, the only point of such an expression would be to move from the form containing an ambiguous sentence to one in which the prototype structures on both sides of the bi-conditional match:  ‘p is true ( p’ (  which, since the assertion‘p is true’ in LC is equivalent to the assertion p, can be reduced to ‘p ( p’.  (This at least is a valid statement.)  As a "definition" of truth in the calculus, it is useful only insofar as it allows us to eliminate the (pseudo)-predicate ‘(is true’ from the schema.  (Further, truth in this environment, unlike Tarski's, is global.)


     �The atomic, or elementary, propositions are any monadic content per n-adic location structure.


     �An LC decision-procedure can be called mechanical in the same sense as any formal test for well-formedness.  Here the only concerns are the structural features of a possible proposition, and the mappings into their appropriate (locator or content) prototypes.  These criteria are held in common among all facts that represent other facts; or to put it another way, any structured fact (a character string, a set of pixels, a pile of popsicle sticks) could be used to express a proposition.  Hence the traditional criterion of grammatical well-formedness loses its privileged status.  It is no longer even a necessary, let alone sufficient, condition for propositionhood.  See Wittgenstein (1961), passim. (Hereafter cited in the text as TLP.)


     �We say "on the standard reading" because meaninglessness, as much as meaning, is not decidable from the sign itself, until we question the prototypes.  That is to say ‘this proposition is false’ is a perfectly acceptable proposition when applied to another proposition (say, q) as location.  (It simply asserts (q.)  Nor is self-reference, broadly defined, the culprit.  ‘This sentence has five words’ takes its own sign as location, harmlessly, and preserves its bi-valency (cf. ‘this sentence has exactly five words’).  (See Wittgenstein's treatment of this in Zettel.)  The present argument presumes a two-valued environment, but not necessarily:  we might have phrased it, ‘this very sentence is not true’.  (The Strengthened Liar and many-valued logics are discussed below.)


     �Following Quine, here, conjunction is indicated by adjacency, negation governs single letters.  Quine (1982), 69-71.


     �This is an option for preserving inferencing methods.  Of course one may not be interested in reasoning without s.  Or, for a complex database scenario, one may not wish to continue below a certain threshold of applicable elements.  These are of course perfectly valid (and external) criteria amenable to LC.


     �In LC, the truth-functional derivation of schemata preserves closure under the logical connectives (since these are co-determined with what they connect).  See below, as well as TLP, 5-5.5151.)


     �A second reason given for segregating the predicate from the propositional calculus is the incapacity of the latter for expressing transfinite number theory.  This argument we have addressed in Appendix I and Thomsen/Shavel(1993).


     �The equivalency means an existential quantifier asserts nothing more than the union of the ranges of the disjuncts, and a universal quantifier, the intersection of the ranges of its conjuncts.  Enumeration, therefore, always remains an option in the case of finite sets.  For the case of infinite sets, see TLP 5.2 ff., where Wittgenstein discusses using recursive operations for expressing non-terminating lists.  Wittgenstein employed a single operation (joint-negation:  basically, negation plus a primitive concept of propositional set) to derive all the logical constants (the connectives of both calculi, plus the quantifiers) so as to give closure under the constants, as well as equivalency.  Robert Fogelin has argued that Wittgenstein's operator is inadequate for expressing mixed multiple generality; however, Peter Geach has shown how this can be remedied.


     �I.e., his Vicious Circle Principle (VCP), Russell (1908), 75.


     �Here understood as the property by which propositional signs  under some interpretation do not determine propositions (in contrast to its original use, as the property by which propositional functions do not determine sets).


     �As in TLP 3.333 (following Russell's (1910) "no class" translation of epsilon assertions into propositional functions.)  Of course, this could be functionally parsed a number of ways.  some logicians treat the epsilon of ‘x ( y’ as a dyadic content predicated of x and y (Cf Quine (1982), 290).  So for (3) we would write ‘(x), ((y):  F(x,y)( (F(x,x)’, and substituting y for x, get ‘F(y,y)( (F(y,y)’.  This way of treating the epsilon as a primitive predicate effectively sweeps the problem under the carpet, leaving it for semantics to decide whether or not ‘x is a member of itself’ is meaningful.  (As we would, eg., ask if ‘F(x,x)’ were intepreted to mean ‘x is to the left of x’'.


     �Thomsen/Shavel (1990).


     �This is the heart of the functional approach.  ‘F’ isn't the class name for "contents", or a variable ranging over some domain of properties/concepts, etc.  It symbolizes a linguistic role ingredient to a proposition:  that of asserting some content of some location(s).  So the inner ‘F’ in this chaining of function-signs must have a different prototype meaning from the outer one, since it is taking the place of the argument (or locator).  "Only the letter ‘F’ is common to the two functions, but the letter by itself signifies nothing."  (TLP 3.333.)


     �This insight is what obviates the "strengthened" liar paradox:  ‘This sentence is false or meaningless’, which depends on the conceit that if a sentence is meaningless, it's also not true (so if not true, either false or meaningless, and thereby, as it claims, true).  When we define meaninglessness as not-truth-evaluatable, we mean it is not part of the true-false game, and so not opposed to truth.  (Three-valued systems that do incorporate meaninglessness within the schemata, usually restrict their calculus to "choice" negation (i.e., the two-valued) as a way to block the strengthened liar.)  (See below.)


	If we accept that logic treats only of propositions ( that propositions are defined as the truth-value-bearing items ( then the claim ‘this very sentence is not true’ would make no more demands on logic than the claim ‘this kitchen utensil is not true’.


	In this sense, a formal language already, and adequately, represents its own truth-concept, provided this is taken to mean no more than that for any p, p means that ‘p is true’.  But then the truth-predicate is a logical pleonasm:  asserting a proposition is the same as asserting it is true ( and vice versa.  The logical redundancy of the truth-predicate implies that it is only applicable to sentences with truth-value (i.e., propositions); and (vis-à-vis Tarski, as well as the strengthened liar) that applications to sentences without truth-value remain without truth-value.


     �In other words, the problem is not that the "all" is too all-embracing because it would cover itself in its purview.  The problem, on this account, is one of notation rather than totality.  Even ‘((x) ((x(x)’ is meaningless (and even if intuition tells us it isn't memberless).


     �For this reason, Wittgenstein terms the prototypes "formal concepts", so as to distinguish them from concepts proper.  Not by ranging over an extension, but by governing the regularities of our logical syntax are they determined.  Nor are they related to ordinary concepts by degree of generality.


� This is adapted from Thomsen/Shavel (1990).


     �Quine (1961), 11.


     �B. Van Fraassen (1966), passim.  Cf. Martin and Woodruff, and Kripke.


     �As in, say, ‘(2 is blue or (2 is not blue’.  This deserves closer examination.  Since ‘p  V (p’ (the law of excluded middle) is regularly confused with the Principle of Bivalency (PB) [the principle that every proposition (/"sentence") is either true or false], its validity in a supervaluation has led some, including van Fraassen, to conclude that his logic is still 2- rather than 3-valued (B. van Fraassen, "Rejoinder:  On a Kantian Conception of Language", in Martin (1978).)  Actually PB reflects an extra-logical determination and is represented in the matrices by the choice of only two truth-possibilities for every p, T or F ( from which the assertion of excluded middle follows immediately as a tautology:
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Van Fraassen includes a third truth-possibility, so one might suspect that the tautology no longer has the same meaning.  And in fact, he is forced to reject the valid inference from p to ‘it is true that p’, since the inference from ‘p V (p’ to ‘it is true that p or it is true that (p’ comes out invalid.  this is because, as we have seen, the premise will be valid even when neither ‘p’ nor ‘(p’ is true: i.e., when p is I (B. van Fraassen, "Truth and paradoxical consequences" in Martin (1978), 15).  For this reason, truth-gap logics are not considered truth-functional.


     �Ibid., 15.


     �Ibid., 16.


     �R.L. Martin, "A Category Solution to the Liar", in Martin (1978), 99.


     �Keith Donnellan, in Martin (1978), 115. 


     �Ibid., 118.


     �The Epimenides mentioned in the Pauline epistle apparently didn't so insist, or missed the irony of his statement.  If so he was using the sentence in a perfectly legitimate way (as we can imagine him, in a moment of truthfulness, confessing to the habitual mendaciousness of the Cretans).


     �As in our treatment of S1 above.  There is, however, another possible analysis, since Epimendes might further insist that the phrase ‘this very proposition’ "names" its own proposition S2.  On this interpretation, his assertion that the set of all Cretan propositions is false, includes the assertion "and ‘the set of all Cretan propositions is false’ is false".  But this is a simple (and harmless enough) contradiction, not a paradox (i.e. ‘p & (p, q & (q, r & (r, . . .’).


	The question remains, can we perhaps devise a Strengthened Liar to trap the LC decision procedure¾something like, ‘This very sentence string does not parse into an applicable LC structure’?  For location we have the sentence string itself, and the content would concern the parsing of its terms into an applicable LC structure, which, however, does not occur.  And yet if that is what the sentence claims, is it not in some way true (as it would be true, say, applied to another character string, eg.  ‘The good is more identical than the beautiful’)?  But in the event, failure of any LC mapping forestalls the move from character string to proposition, and so its entry into the truth calculus.  (To be possible, it would need to map its own lack of mapping, which is the obverse to TLP 2.174:  "A picture cannot place itself outside of its representing form").


     �TLP 5.42.


     �In fact, Aarto Salomaa, p. 227 ff., has indicated there might be alternative Sheffer functions for infinite-valued logics.  


     �Cf. Lukasiewicz.


     �Cf. Kleene.


     �Lewis (1991), 3.


     �Lewis (1991), 45.  The locus classicus for a formalized mereology is Leonard/Goodman.  Of course, it should be pointed out that transitivity ( (x)(y)(z)[(Rxy&Ryz) ( Rxz] ( is stipulated as an axiom, not derived.


     �Amended slightly from Quine (1982), 292.


     �Russell (1951), 25.


     �Cf. Quine (1982), 293.


     �See TLP 4.1273.  It is in any case an ungainly, if not ad hoc construction.  Considerations such as this led Wittgenstein to conclude "The theory of classes is completely superfluous in mathematics" (TLP 6.031).  Is it possible that the basic building block of the foundations issue is also its biggest stumbling block?  (See Appendix I.)


     � TLP 5.21 - 5.254.


     �As in the construction of the integer-series (TLP 6.02 - 6.03).  "The concept of succesive applications of an operation is equivalent to the concept ‘and so on’."  (TLP 5.2523)


     �     �Cf. TLP, 4.1252.
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